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Molecular diagnostic tests with application to clinical diagnostics involve studies in infectious diseases,
inherited diseases, oncology, predisposition to disease, or the description of polymorphisms linked to
disease states. General considerations in the design of evaluation of diagnostic test trials and statistical
principles for reporting the results are discussed. A brief overview of the general statistical consider-
ations related to the intent of use, test development versus validation, different types of biases, and
issues with missing data are provided. Furthermore, issues related to commonly used but not necessarily
correct methods to characterize the performance in the presence and absence of a clinical reference
standard are discussed. These issues are broadly applicable to any molecular diagnostic test with a
dichotomous result. This overview may help the clinical molecular diagnostic community to evaluate
tests that provide a dichotomous result. (J Mol Diagn 2016, 18: 803e812; http://dx.doi.org/10.1016/
j.jmoldx.2016.06.008)
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Molecular diagnostic tests encompass a wide area of
testing, such as testing for infectious diseases, oncologic
tests, genetic tests for inherited diseases, and testing for
predisposition to disease or polymorphisms linked to dis-
ease states, where the test involves detection of specific
molecules, such as DNA, antibodies, or proteins. In the
field of oncology, DNA tests have been used for screening
for cancer (a multitarget stool DNA test for colorectal
cancer screening1), microbial assays have been used to
diagnose infectious diseases (assay for detection of group
B Streptococcus in prenatal screening of specimens2),
qualitative nucleic acid tests have been used for confir-
mation of hepatitis C virus infection and for screening
blood donations,3 and genetic tests have been used for
inherited diseases (next-generation sequencing for cystic
fibrosis transmembrane conductance regulator screening4).
Molecular diagnostic test requires both analytical and
clinical evaluations.5e11
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Molecular diagnostics involve techniques to analyze
biomarkers12 in the genetic code of organisms, the genome,
and how the cells express their genes as proteins, the pro-
teomes.5,12 These techniques apply molecular biology for
medical testing to diagnose symptomatic individuals, screen
asymptomatic individuals, monitor disease, provide prog-
nosis in diseased patients, detect risk, and select patients for
specific therapies. Molecular diagnostic tests use biological
assays that detect a molecule, often in low concentrations,
using PCR enzyme-linked immunosorbent assay or fluo-
rescence in situ hybridization.7e11,13,14 The detection of the
biomarker uses real-time PCR, direct sequencing, or
microarrays. Advances in next-generation sequencing will
d the Association for Molecular Pathology.

Delta:1_given name
mailto:bipasa.biswas@fda.hhs.gov
http://dx.doi.org/10.1016/j.jmoldx.2016.06.008
http://dx.doi.org/10.1016/j.jmoldx.2016.06.008
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jmoldx.2016.06.008&domain=pdf
http://dx.doi.org/10.1016/j.jmoldx.2016.06.008
http://jmd.amjpathol.org
http://dx.doi.org/10.1016/j.jmoldx.2016.06.008


Biswas
enable high-throughput DNA sequencing at relatively low
cost for genomic-based diagnosis.15

Biomarker evaluation12 by molecular diagnostics in-
volves evaluation of both analytical performance and clin-
ical performance. The analytical performance relates to the
ability of the molecular diagnostic test to measure the
underlying biological quantity under a variety of condition;
although an important aspect of the test, it will not be dis-
cussed here. Several consensus standards are available to
design and evaluate analytical performance of molecular
diagnostic tests,16e26 and useful resources are available
from the US Food and Drug Administration’s Center for
Devices and Radiological Health Standards Program
(US Food and Drug Administration, http://www.fda.gov/
MedicalDevices/DeviceRegulationandGuidance/Standards/
default.htm, last accessed July 24, 2015). This review article
focuses on the clinical performance evaluation for molecular
diagnostic tests with dichotomous output. Clinical perfor-
mance assesses the test’s ability to detect the clinical or
target condition of interest. A test result can be continuous,
ordinal, or nominal.27 A continuous or ordinal test result can
be dichotomized28 to give only two responses or output by
using a cutoff. The test output for the molecular diagnostic
test with dichotomous output is referred to as positive and
negative in this review, which can also be interpreted
qualitatively as the presence or absence of a target or clinical
condition of interest. This article initially reviews general
considerations, such as intent of use, development and
validation, study conduct, and biases, then discusses
possible performance measures and alludes to certain pit-
falls of commonly used measures for performance evalua-
tion, and finally discusses sample size justification and
statistical analysis.

General Considerations in the Evaluation of
Clinical Performance Trials

Clinical diagnostic performance for molecular diagnostic
tests with dichotomous output is best evaluated with proper
planning with respect to the intent of use, delineating
development from validation, and adhering to appropriate
study conduct to avoid potential sources of bias. Reporting
of results is appropriately addressed by allowing for un-
derstanding of the study methods, the limitations involved,
and correct interpretation of results.

Intent of Use

The intent of use of a molecular diagnostic test determines
the type of study required to establish its performance. The
intent of use describes the clinical purpose, the type of test,
the criteria it measures, the specimen it measures (specimen
type), the site of measurement, and the population for which
the test is intended. Many variables can influence the per-
formance of a test, such as population characteristics, the
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prevalence of the target condition of interest, the setting, and
the type of test, among others. Thus, it is important to design
the performance evaluation studies to match the intent of
use. In general, it is important to include the following: the
clinical purpose (eg, screening, diagnosis, prognosis, risk
prediction, therapy or treatment selection for patients), target
condition (eg, disease, disease stage, or any other condition
of interest), target population, and the environment (eg,
clinical laboratory, point of care, home use). Other impor-
tant things to consider while designing a clinical study are
anatomical location (eg, finger stick, venous) or specimen
type from which the measurement is taken (eg, whole blood,
plasma, serum, tissue), the measurand (which is being
measured or detected), type of results (quantitative, contin-
uous, ordinal, or qualitative) from the test, clinical inter-
pretation of the test results, and the need for a trained or
skilled user of the test and interpreter or reader of the test
result.
Clinical Test Development and Validation

Medical tests often involve a number of technology and
design parameters that are established in preclinical studies
before conducting validation studies. For example, if the test
is intended to be used qualitatively by dichotomizing the test
result at a single cutoff or a decision threshold, then this has
to be established before the final clinical validation study.
This review article focuses on clinical performance of the
molecular diagnostic test after finalization of all the design
and technologic parameters, and thus considerations during
the development are not the focus of further discussion.
A cutoff selection for a molecular diagnostic test with

continuous or ordinal output may use the receiver operating
characteristic (ROC) curve to select an optimum cutoff
based on the clinical needs. The data set used to select an
optimum cutoff is a training data set. An independent
evaluation of the cutoff requires an assessment in an
external data set that is independent and separate from that
used in the selection of the cutoff. The ROC curve, for
comparing two tests, provides additional support to discern
whether a new test is better than a comparator test, although
the test is to be used qualitatively by dichotomizing the test
output. The ROC curve, which is a plot of 1dspecificity
and sensitivity on the xy-coordinate plane, helps to differ-
entiate whether a new test is indeed on a different ROC
curve that is superior to an existent test or whether the new
test is just on the same ROC curve but that its operating
point (cutoff or decision threshold) has been moved to
provide a higher sensitivity at a loss of specificity. Further
discussions related to cutoff selection at the development
stage and the statistical techniques can be found in previ-
ously published articles.25,26,28e30

Once the test is finalized with regard to its design pa-
rameters and cutoff selection, the clinical performance is
evaluated in a study population independent and separate
jmd.amjpathol.org - The Journal of Molecular Diagnostics
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from that used in the development of the test. Independent
validation is desired because it objectively assesses the
device performance external to the conditions and the data
set used in development of the test and thus avoids issues
related to training bias.
Study Conduct

Evaluation studies can be subject to many types of
biases,30e35 and careful consideration is needed at the study
design stage and/or during analysis and reporting of perfor-
mance to avoid potential sources of biases. Commonly
observed sources of bias are selections bias, bias attributable
to spectrum effect, verification bias, test evaluation bias,
incorporation bias, imperfect reference test bias, and bias
attributable to discrepant analysis. For example, tests can
sometimes be evaluated using stored specimens collected
from those with known target condition and can lead to
inflated performance measures attributable to spectrum effect
(when samples are collected from patients with a well-
characterized target condition and healthy individuals
without the target condition). Bias attributable to spectrum
effect34 occurs specifically when patients with the target
condition of interest (eg, disease) in the study are not repre-
sentative of the diseased patients in the intent-to-use popu-
lation or conversely the nondiseased individuals are not from
the intent-to-use population but rather healthy individuals. A
common study design issue is to select patients with severe or
chronic disease and patients who are healthier on average
than nondiseased individuals in the population. Such designs
can inflate the apparent accuracy of a diagnostic test.

Other sources of bias are selection bias in which in-
dividuals selected are not representative of those for whom
the test will be applied. Bias attributable to spectrum effect
is an example of selection bias. Another common example
of selection bias occurs when a test is intended for screening
the general population for a target condition but the study
population instead consists of all individuals from referral
site(s), who have been referred because of suspicion of the
clinical or target condition of interest. The individuals in the
study population from a referral site are not representative of
the general screening population because the screening
population would include many asymptomatic individuals.
Biases attributable to sampling, such as selection bias or
bias attributable to spectrum effect, are hard to quantify and
cannot be addressed with a large sample size. Thus, sam-
pling bias is best avoided or measures are taken to minimize
bias at the study design stage.

Bias related to verification30,35 occurs when a test’s per-
formance is restricted to individuals with definitive verifi-
cation of the target or clinical condition of interest by the
clinical reference standard. The magnitude of the bias is
related to the association between selection for verification
and the result of the test under evaluation. For example, if
all individuals who test positive and only a few who test
The Journal of Molecular Diagnostics - jmd.amjpathol.org
negative are verified by a clinical reference standard, then
sensitivity will be biased upward, whereas specificity will be
biased downward.

Bias can arise because of lack of masking, where the
result of another test can influence the test procedure or its
interpretation, which is very different from how the test will
be applied in practice. This bias can be avoided by masking
the test result from that of the comparator and the clinical
reference standard and vice versa.

A test incorporation bias, which can be readily avoided,
occurs when the result of the test is actually incorporated
into the evidence used to diagnose the target or clinical
condition. Because the evidence used for true diagnosis
should be independent of the test under evaluation, such
incorporations will bias the test performance.

A bias during analysis and reporting of performance can
result from excluding patients for whom the diagnosis
cannot be determined because of an intermediate, equiv-
ocal, or indeterminate test result. A planned analysis for
reporting performance measures adequately addresses such
biases.36

Misclassification by the clinical reference method in-
troduces biases into the estimates of the performance mea-
sures, and one attempt to address these biases has been
through discrepant analysis or discrepant resolution in
which individuals with discordant test results by the index
and comparator method are tested by a third resolving
method, which may itself be imperfect or perfect. Variations
on this design have been discussed, such as applying the
resolver test only to patients with apparently false-negative
results (those with positive results on the index test but
negative results on the comparator test) or only to those with
apparently false-positive results (those with the opposite
discordancy). Although discrepant analysis of any form is
intended to yield additional information about potentially
problematic individuals, it introduces its own set of biases,
always in an upward direction.37,38

Missing Data

Studies evaluating performance of molecular diagnostic tests
could result in missing test results and/or the clinical refer-
ence standard. A missing clinical reference standard would
result in verification bias, and reporting diagnostic perfor-
mance that ignores missing clinical reference standard data
can be misleading. The verification bias may occur in a
predictable way if the decision to verify is based on observed
test results or other clinical signs and symptoms but is in no
way related to the underlying target or clinical condition
being diagnosed. Thus, if the data selected for verification are
based on a random sample of the observed test results and not
the underlying target or clinical condition, the missing data
can be imputed by multiplying the observed counts by in-
verse probability weighting (ie, inverse of the selection
proportion). However, such procedures come with a penalty
of generating less precise estimates of performance.
805
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A missing test result could be because the result was
invalid, the sample or specimen could not be obtained, or an
informed consent could not be obtained before collecting
the sample or specimen. Bias during analysis and reporting
of performance can result from excluding patients with
missing test results. Reporting the percentage of individuals
with missing test results and the reasons the results are
missing provides, at minimum, information on the perfor-
mance of the test. In addition, planned analyses for reporting
the test results and its performance measures addressing
such biases36 provide a comprehensive picture of the test’s
accuracy in the intent-to-use population.

When appropriate, imputation of missing data can be
applied in statistical analyses to report performance meas-
ures.39e41 Imputation is the procedure of filling up the
missing data with plausible value, and several different
imputation strategies are discussed in the article by Campbell
et al.39
Performance Characteristics

The basic performance characteristics of a test are to
inform how well the test measures what it intends to
measure compared with a comparative benchmark (the
clinical reference standard). For example, the basic per-
formance measures to assess diagnostic accuracy of a
qualitative test to distinguish diseased from nondiseased
individuals involve sensitivity, that is, the probability that
a truly diseased individual will test positive for disease,
and specificity, that a truly nondiseased individual will
test negative for disease. These measures are usually
expressed as a percentage. Sensitivity and specificity are
determined against a clinical reference standard that is
used to identify individuals who truly have the clinical or
target condition and those who do not have the clinical or
target condition.

Errors in measuring the sensitivity and specificity of a test
will arise if the reference standard itself is not accurate, that
is, does not have 100% sensitivity and specificity, respec-
tively, and is commonly known as an imperfect reference
standard bias. Evaluating a diagnostic test is particularly
challenging when there is no recognized clinical reference
standard test. In the absence of a perfect reference standard,
performance of a test evaluated against an imperfect refer-
ence standard is expressed as positive percent agreement
(PPA) (the proportion of individuals with the target condi-
tion by the imperfect reference standard who test positive)
and negative percent agreement (NPA) (the proportion of
individuals free of the target condition by imperfect refer-
ence standard who test negative). Both PPA and NPA are
reported as percentages.

Overall percentage agreement is often reported in lieu of
sensitivity-specificity pair or PPA-NPA pair. Overall
agreement is not independent of the prevalence of the target
condition; thus, for a low prevalence, the overall agreement
806
may look good, although the test performs poorly for
detecting the target condition. Thus, overall agreement is
not acceptable to evaluate a test performance.42

Two other important measures of test performance (when
evaluated against a perfect reference standard) are positive
predictive value (PPV), the probability that those testing
positive by the test truly have the disease, and the negative
predictive value (NPV), the probability that those testing
negative by the test are truly nondiseased. Both PPV and
NPV depend not only on the sensitivity and specificity of
the test but also on the prevalence of disease in the popu-
lation studied.

Clinical Performance Evaluation

A clinical performance study43e45 of a diagnostic test pro-
vides information about diagnostic accuracy in a clinical
setting and on a study population for whom the test is
intended. The design of a study is greatly improved if the
process is approached systematically by defining the need
and the objectives of an evaluation trial46; defining the type
of trial, study population, site selections, and conduct of
trial; and finally reporting the results.47,48

Trial Objectives

The purpose of the study and the trial objective in the clinical
context is usually defined well in advance of the conduct of a
clinical performance evaluation study. Performance evalua-
tion of the diagnostic test usually includes a prespecified
performance goal in terms of diagnostic accuracy. The goals
could be based on prespecified minimal targets for sensitivity
and specificity for evaluating a single molecular diagnostic
test weighing the benefits of a correct test result and the risk
associated with false results (false positive and false nega-
tive) in the clinical context. The intent of the trial could be to
replace an old test with a new test to perform a direct com-
parison based on sensitivity and specificity. On the other
hand, if the intent of a trial is to compare a new test with
another test, in the absence of an established clinical refer-
ence standard, such a study could involve performance based
on minimal targets for PPA and NPA.

Design of the Diagnostic Trial

The design of a clinical performance evaluation trial for a
molecular diagnostic test depends on the purpose of the trial
and the population for which the test is intended. Defining
the target population is best served by taking into account
the probable purpose of the test. For example, will it replace
an existing test, triage patients in need of further investi-
gation, or be used as an additional test in a diagnostic test
strategy?
A prospectively designed cohort enrolling a consecutive

or random sample from the target population for whom the
jmd.amjpathol.org - The Journal of Molecular Diagnostics
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molecular diagnostic test will be used in actual clinical
practice is desirable for a study population. Individuals who
meet the inclusion and exclusion criteria are selected
consecutively or a random sample from the target popula-
tion is selected. A well-designed and well-executed pro-
spective study can ensure that the study population provides
an adequate representation of the target population and often
provides the highest-quality evidence of the test perfor-
mance. Often, for rare target conditions, such prospectively
planned studies have to be large to get a sufficient number
of patients with the target condition of interest. However,
retrospective convenience sampling using stored specimens
collected from those with available samples and with
reference standard results can introduce selection bias. Tests
evaluated on stored specimens collected from those with
and without the known target condition can lead to inflated
test performance. The spectrum effect can occur when the
stored samples are from sickest of the sick and healthiest of
the healthy. Individuals between these two extremes usually
have conditions that are more difficult to diagnose and are
excluded from such studies, leading to inflated test
performance.

Although a prospectively planned clinical study provides
the highest quality of evidence, it may not always be
feasible. Alternatively, a prospectively planned analysis of
retrospective archived specimens from a well-conducted and
recently completed study can provide an efficient and
convenient alternative.49 In a prospective-retrospective study
design, the test result is obtained on archived material and
then examined for a prespecified trial objective. Study design
includes statistical justification for adequacy of sample size
based on the study objectives and plans on how to handle,
prepare, process, and select archived material. It is essential
that the prospective planners of the analysis be blinded to the
data from archived material, and that the blinding be docu-
mented in the study protocol. However, before planning such
a study, an important step is to characterize the analytical
performance of the test before it is applied to the archived
material. Otherwise, the archived material will be wasted on
a test with poor analytical performance. The test results on
archived material may not be completely concordant with
those from fresh material. The archived material may not be
available for all participants, the archived material may
deteriorate over time, or the test may not be able to provide a
result on some archived material. Retrospective sampling of
individuals with available specimen and reference standard
results can introduce bias attributable to the spectrum effect.
Thus, the level of evidence from a prospective-retrospective
study is typically not considered to be of high enough quality
in regard to test performance compared with a prospective
study. In addition, selection of participants and testing of
specimens need to be conducted in such a way that the
performance of the test compared with the clinical reference
standard is not confounded by analytical variables, such as
day, user, reagent lot, collection site, and testing site, or other
ancillary variables that may be associated with the test and
The Journal of Molecular Diagnostics - jmd.amjpathol.org
clinical reference standard. Nonetheless, well-designed and
carefully planned prospective-retrospective study with sta-
tistical rationale for sample size and prespecified analysis
plan and plans for handling, preparing, and processing
archived material is prone to fewer sources of bias than
convenience sampling.

A well-designed trial usually specifies the setting where
participants are enrolled and where the test will be conducted.
The setting could be in a specialized clinic or laboratory, a
point-of care-setting (eg, hospital), or at home. Tests will
probably be performed differently, depending on the setting.

Performance evaluation of tests is based on a comparator
method, which is usually a clinical reference standard. The
choice of an appropriate reference standard is crucial for the
evaluation of a test for diagnostic accuracy. The evaluation
usually involves a paired design by which each participant is
evaluated by the test and also the clinical reference standard.
In the absence of a reference standard, the performance of a
test against an imperfect comparator is reported using the
PPA and NPA. However, agreement measures are not the
same as sensitivity and specificity of a test, and a pitfall of
such measures to evaluate agreement is that a perfect test
when compared against an imperfect reference standard may
indicate less than perfect agreement with the imperfect
reference standard.50

When diagnosing the presence or absence of a target
condition, the performance of the test can vary from study to
study; thus, the performance measure pairs (sensitivity-
specificity, PPA-NPA, PPV-NPV) are evaluated in the same
study. Likewise, while comparing the performance of two
tests, comparing two tests evaluated in two separate studies
is misleading because the study populations are not the
same; thus, there could be potential imbalances in the
spectrum of participants between the two separate studies.

When comparing the performance of two tests, the
comparative study designs commonly involve a parallel
group design or a paired design among other designs. In a
parallel group design, participants are randomized to two
groups for evaluation by one of the two tests but not both,
and each participant is also verified for the target condition
by the reference standard. Parallel group designs may be
useful when molecular diagnostic tests are invasive, and it
may not be feasible to apply more than one test on an in-
dividual. Even when randomization is used, it is possible to
have imbalance across groups in terms of spectrum of the
target condition being evaluated. A parallel group design
essentially follows the same design principles as that of a
parallel arm randomized clinical trial so that the participants
are randomized to two different tests and the randomization
should ensure that the study arms are balanced with regard
to factors that affect the test performance. Sample sizes for
such designs would have to be much larger than for paired
designs to overcome potential imbalance attributable to
variability in target condition being evaluated. For com-
parison that involves a paired design, also referred to as
three-way comparison, individuals receive both tests and
807
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also the reference standard. Comparisons from the paired
design are usually more statistically efficient than those
from an equivalent parallel group design because variability
across participant groups evaluated for by the two tests in-
troduces additional imprecision to the parallel group design.
An advantage of such a design is that possibilities of con-
founding are eliminated. In addition, one can examine the
particular characteristics of individuals with two different
test results.31
Performance Measures

A clinical performance evaluation usually includes the
outcomes of the evaluation, such as performance measures
with prespecified performance goals or a comparison of a
new test to an old test based on prespecified effect sizes. A
diagnostic accuracy as performance measure provides well-
characterized information of the performance of a test when
evaluated against a reference standard.

Performance evaluation of a single test against a clinical
reference standard would usually require identifying a
minimally acceptable sensitivity and specificity to design
such studies.

A study in which a reference standard requires invasive
techniques or a screening study on a large study population
with large number of participants with negative test results
may lead to fewer individuals verified by a reference standard,
particularly for those with negative results. Performance
measures, such as the sensitivity-specificity pair, based on
only individuals with an available reference standard are
misleading because these measures are biased. Adequate
planning is required to address limited verification by refer-
ence standard of individuals in the study population at the
study design stage. If verification of the target condition by the
reference standard is in no way related to the true target con-
dition other than the observed test result, the information
missing can be considered as missing at random. Unbiased
estimates of clinical performance of the test can be obtained by
appropriate imputation or inverse probability weight-
ing.30,31,51 In addition, a comparison of ratios of sensitivity and
ratios of 1dspecificity may provide information on whether
the replacement test is better than an existing test.51e53

If reference standard is available and all participants can
be verified for determining the true target condition, a
comparison of performances is based on sensitivity of the
two tests and likewise for specificity of the two tests.30,31
Inappropriate Statistics or Tests to Evaluate
Clinical Performance of Diagnostic Tests

Often overall agreement and/or k statistics are used to
evaluate agreement between two tests. Although overall
agreement provides an agreement between two tests, it fails
to differentiate the agreement of positive results with the
808
presence of the target or clinical condition and agreement of
negative results with the absence of the target or clinical
condition.
An overall agreement as an evaluation of performance of

a diagnostic test is influenced by the prevalence of the target
condition.42 Thus, mathematically, if T denotes the test and
R denotes the clinical reference standard, then T þ (R þ)
and T � (R �) denotes test T (Reference R) positive and test
(reference) negative. The influence of prevalence on overall
agreement can be further illustrated. If p (Z Pr (Rþ)) de-
notes the prevalence and

pse ½Z PrðT þ jRþÞ� and ð1Þ

psp ½Z PrðT � jR�Þ� ð2Þ

denote the sensitivity and specificity of a test, respectively,
then the overall percent agreement is as follows:

OAZPr ðTZRÞZ Pr ðT þ jRþÞ Pr ðRþÞ
þ Pr ðT � jR�Þ Pr ðR�ÞZ p � pse þ ð1� pÞ � psp

ð3Þ

If p, the prevalence of the target condition, is very small,
a test with low sensitivity but with a high specificity will
result in a high overall agreement, although the test is not
good at detecting the target condition.
Similarly, k statistics to evaluate agreement are sensitive

to the prevalence of the target condition.42,54,55 The k sta-
tistics are mathematically defined as follows:

kZ
PrðTZRÞ � ½PrðTþÞPrðRþÞþ PrðT�ÞPrðR� Þ�

1� ½PrðTþÞPrðRþÞþ PrðT�ÞPrðR� Þ�

Z
2pð1� pÞ�pse þpsp � 1

�
1� �

p2pse þ ð1� pÞ2psp þ pð1� pÞ�2� pse �psp

�� ð4Þ

A test with the same sensitivity and specificity (ie, pse Z
psp) will yield the maximum k at P Z 0.5, and the k de-
creases if P < 0.5 or P > 0.5. A test with lower sensitivity
than specificity (ie, pse < psp) will yield a higher k than
when the sensitivity and specificity are switched (ie, pse >
psp) in the same study population with prevalence P < 0.5.
Similarly, a test with higher sensitivity than specificity (ie,
pse > psp) will yield a higher k on a study population with
prevalence P > 0.5 than a test for which sensitivity and
specificity are switched (ie, pse < psp). Thus, k is not in-
dependent of the prevalence of the target condition.
The McNemar c2 test56 for paired study design does not

appropriately42 assess agreement between a test and an
imperfect comparator. The McNemar c2 test assumes a null
hypothesis that the rates of positive responses by the two
tests are equal.56 The McNemar c2 test could lead to the
conclusion that there is not enough evidence to demonstrate
that the two medical tests differ, when in truth the two
differ. Alternatively, the two medical tests may have very
high agreements, and yet the McNemar test rejects that the
two are equal.42 In summary, overall agreement and k sta-
tistics do not appropriately measure agreement between two
jmd.amjpathol.org - The Journal of Molecular Diagnostics
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medical tests and are inappropriate as primary measures of
evaluation for agreement. Likewise, the McNemar c2 test to
evaluate agreement is also not recommended.42

Sample Size

The key question to address before any clinical study is
what level of performance is required of a test. Increasing
the sample size reduces the uncertainty regarding the per-
formance measures where the extent of uncertainty is
summarized by the CIs.

For evaluating a single test against a reference standard,
the sample size for a clinical study is based on performance
goals. Sample size affects the width of the CI, and the
narrower the width, the greater the precision of the estimate.
Sample size also affects the statistical power (probability of
rejecting a false null hypothesis) associated with hypothesis
test for test performance. In addition, sample size for a
prospectively designed cohort accommodates for the prev-
alence of the target condition.30,31

For evaluating the performance of molecular diagnostic
test based on a minimally acceptable sensitivity prespecified
by se0 and a minimally acceptable specificity prespecified
by sp0, respectively, the statistical hypotheses statements for
sensitivity and specificity are as follows:

H0 ðnull hypothesisÞ: se � se0
H1 ðalternative hypothesisÞ: se> se0

ð5Þ

H0 ðnull hypothesisÞ: sp � sp0
H1 ðalternative hypothesisÞ: sp> sp0

ð6Þ

The goal of selecting the sample size is to ensure that the
molecular diagnostic test meets acceptable performance and
the study has high probability (power) to detect that the tests
are better than the minimal acceptable performances. Sample
size calculation based on prespecified minimally acceptable
sensitivity and specificity would thus require a value of
sensitivity (se1) and specificity (sp1) under the alternative
hypothesis. A general formula for computing the sample size
for a test that tests these hypotheses is as follows:

nDZ

�
z1�a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
se0ð1� se0Þ

p þ z1�b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
se1ð1� se1Þ

p �2
½se1 � se0�2

ð7Þ

nNDZ

�
z1�a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sp0ð1� sp0Þ

p þ z1�b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sp1ð1� sp1Þ

p �2
½sp1 � sp0�2

ð8Þ

where nD is the number of individuals with the clinical or
target condition, nND is the number of individuals without
the clinical or target condition, z1 � a is the 1 � a percentile
of a standard normal distribution, a is the type I error rate,
z1 � b is the 1 � b percentile of a standard normal distri-
bution, and b is the type II error rate (or 1-power).

For example, if an investigator sets a minimally accept-
able sensitivity at 70.0% and a Z 0.025 (z1 � a Z z0.975 Z
The Journal of Molecular Diagnostics - jmd.amjpathol.org
1.96) and power is 80.0% (bZ 0.20, z1 � b Z z0.80 Z 0.84)
to detect a sensitivity of 80.0%, then the sample size
required for individuals with the clinical or target condition
(disease) is as follows:

nDZ

�
1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:70ð1� 0:70Þp þ 0:84

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:80ð1� 0:80Þp �2

½0:80� 0:70�2

Z

�
1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:70ð0:30Þp þ 0:84

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:80ð0:20Þp �2

½0:10�2 z153

ð9Þ

When comparing two tests, sample size is based on the
effect size of the test performances.30,31,57e60 The compar-
isons could be to evaluate superiority, equivalence, or
noninferiority between a new test and a comparator test,
depending on the clinical need that the new test satisfies. If
seT and seC denotes the sensitivity of a new test and the
comparator test, then the null and alternative hypothesis
statements for superiority are as follows:

H0 ðnull hypothesisÞ: seT � seC
H1 ðalternative hypothesisÞ: seT > seC

ð10Þ

Similarly, hypothesis can be stated for specificity.
The goal of selecting the sample size must be to ensure

that if the new test (T) truly is superior to the comparator
test (C), then the study will have a high probability (power)
to detect the difference. A sample size calculation for
comparing diagnostic accuracy of two molecular diagnostic
tests would require a value of the difference between sen-
sitivities (seT � seC) denoted by, for example, D under the
alternative hypothesis. A general formula for computing the
sample size for number of patients with target condition for
a test that tests these hypotheses is as follows:

nDZ

�
z1�a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0

�cseT � cseC	
r

þ z1�b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1

�cseT � cseC	
r 
2

½D�2 ð11Þ

where z1 � a is the 1 � a percentile of a standard normal
distribution, a is the type I error rate, z1 � b is the 1 � b

percentile of a standard normal distribution, b is the type II
error rate (1-power), V0ðcseT � cseCÞ is the variance function
of the estimated difference is sensitivity of the two tests
under the null hypothesis, and V1ðcseT � cseCÞ is the variance
function of the estimated difference or the sensitivity of the
two tests under the alternative hypothesis.

The variance functions for a three-way comparison in a
paired design (when participants undergo both tests and are
verified by a reference standard test) takes the following
general form:

V
�cseT � cseC	ZV

�cseT	þV
�cseC	� 2Cov

�cseT ; cseC	
ZseT � ð1� seTÞ þ seC � ð1� seCÞ � 2Cov

�cseT ; cseC	 ð12Þ

where CovðcseT ; cseCÞ is the covariance function of cseT andcseC equaling zero for studies in which different patients are
evaluated by the two tests (ie, parallel group design). Thus,
809
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for a parallel group design, nD is the sample size of the
number of patients with the target condition in one group,
and the total number of patients with the target condition in
the parallel group study is 2 � nD.

For a three-way comparison, matched-pair study in which
the participants undergo evaluations by both the new test and
the comparator test, the variance function is given as follows56:

V0

�cseT � cseC	Zj ð13Þ

V1

�cseT � cseC	Zj�D2 ð14Þ

where

jZseT þ seC � 2� seC �PðTZ1jCZ1 Þ ð15Þ

where P (T Z 1jC Z 1) is the probability that the result
of the new test (T) is positive given that the result of the
comparator test (C) is positive and seT and seC are the
conjectured values of sensitivity from the alternative hy-
pothesis. The value of j ranges from D (when the correla-
tion between two test results is perfect) to seT � (1 � seC) þ
seC � (1�seT) (when the two test results are independent).
Without any information about the value of the correlation
between the two tests, it is prudent to use a sample size that
ensures adequate power. Similar calculations can be per-
formed for specificity to determine the sample size for the
number of individuals without the clinical or target condi-
tion to adequately power the study.

A prespecified approach to the performance goal, study
design, statistical hypotheses, and statistical analysis plan
lends to the credibility of the study. Choosing a statistical
analysis plan to accommodate the data inflates the chance of
making a false conclusion and is strongly discouraged. Any
readjustment of sample size after unmasking the data
without prior specification and adequate adjustments of a-
spending for multiple looks is strongly discouraged because
it violates the basic principles of hypothesis testing. A
prespecified analysis plan with appropriate adjustments of
a-spending for any interim analysis adheres to the highest
statistical rigor.

Reporting

Complete and accurate reporting of the performance
measures and CIs to characterize the uncertainty of the
estimates provides necessary information for evaluation of
medical test outcomes.43,47 The sensitivity-specificity pair
(when the test is evaluated against a clinical reference
standard) or the PPA-NPA pair (when the test is evaluated
against an imperfect comparator that is not a clinical
reference standard) is reported along with respective
CIs.61

The usual approach to constructing a CI for a measure of
diagnostic accuracy assumes a large sample size, so it is
reasonable for the measure to follow a normal (or Gaussian)
810
distribution. Thus, an asymptotic 100% (1 � a) CI for
sensitivity is as follows:bSe� z1�a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidVar� bSe�q
; bSeþ z1�a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidVar� bSe�q
ð16Þ

The CI for specificity is formed similarly.
However, the above formula has major drawbacks. The

percentage of time that the CI actually includes the true
value of the accuracy measure is much smaller than desired,
particularly for small sample size or for accuracy measures
close to 0 or 1. Alternatively, exact CIs for sensitivity and
specificity can be computed from the binomial distribution.
Alternatively, a score CI62 can be reported. The confidence
limits for sensitivity are as follows:

bSeþ z21�a=2

.
ð2nDÞ � z1�a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffih bSe�1� bSe�þ z21�a=2

.
4nD

i.
nD

r
1þ z21�a=2

.
nD

ð17Þ

where bSe is the sensitivity, estimated from the study with
nD patients with the clinical or target condition and z1 � a/2 is
the 1 � a/2 percentile of a standard normal distribution. The
confidence limits for specificity can be calculated as follows:

cSpþ z21�a=2

.
ð2nNDÞ � z1�a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihcSp�1�cSp�þ z21�a=2

.
4nND

i.
nND

r
1þ z21�a=2

.
nND

ð18Þ

where cSp is the specificity, estimated from the study with
nND individuals without the clinical/target condition, and
z1 � a/2 is the 1 � a/2 percentile of a standard normal
distribution.
An example from literature63 describes a rapid recombina-

tion polymerase amplification assay for detection of Chla-
mydia trachomatis in human urine samples. A sensitivity of
83.3% in 12 patients with C. trachomatis positive urine sam-
ples was reported; thus, on the basis of the above formula with
aZ 0.05 (z1 � a/2Z z0.975Z 1.96) and nDZ 12, a CI of 95%
for sensitivity of the assay was 55.2%e95.3%. If instead the
study had enrolled 200 participants with C. trachomatis pos-
itive urine samples, a CI of 95% would be 77.5%e87.8% for
same sensitivity (83.3%) of the assay. A specificity of 100.0%
in 58 individuals with C. trachomatis negative urine samples
was reported; thus, on the basis of the above formula with
a Z 0.05 (z1 � a/2 Z z0.975 Z 1.96) and nND Z 58, a CI of
95% for specificity of the assay was 93.8%e100.0%. If
instead the study had enrolled 200 individuals with C. tra-
chomatis negative urine samples, a CI of 95% would be
98.1%e100.0% for same specificity (100.0%) of the assay.
Thus, with increased sample size, the uncertainty in the esti-
mates decreases.
The PPV and NPV30,31,57,64 can be used in prospective

evaluation but with the caution that these depend on the
prevalence of the target condition being evaluated and the
test has been evaluated against a clinical reference standard.
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Generally, it is recommended that PPV-NPV be provided
for a set of prevalence values.

It is necessary to understand the study findings, limita-
tions if any for generalizability to the target population,
potential sources of bias, and analyses accounting for
missing data. Many recommendations are available for
appropriate reporting of evaluation studies for medical
tests.43,47

Conclusion

This review provides an overview of general considerations
for clinical evaluation of molecular diagnostic tests with
dichotomous output, discussing study designs and general
statistical considerations for test performance. Clinical per-
formance evaluation studies could be designed to evaluate
diagnostic accuracy or as a replacement for existing tests.
Careful considerations for intent of use of the test, study
population, trial objective, and reference standard are among
many required to ensure validity of the study outcomes, and
design should avoid potential sources of bias.

Careful consideration and planning are required for ac-
curate reporting of the study outcome. Diagnostic accuracy
(sensitivity-specificity), when a test is evaluated against a
reference standard, and agreement measures (PPA and
NPA) in the absence of a reference standard are recom-
mended for performance evaluation.
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